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IS MANAGED CARE RESTRAINING THE
ADOPTION OF TECHNOLOGY BY HOSPITALS?

Abstract

As health care costs increase, cost-control mechanisms become more widespread
and it is crucial to understand their implications for the health care market. This paper
examines the effect that managed care activity (based on the aim to control health care
expenditure) has on the adoption of technologies by hospitals. Managed care may affect
hospitals’ decision to take on new technologies if it alters local market structure and
physician incentives. We use a hazard rate model to investigate whether higher levels of
managed care market share are associated with a decrease in medical technology adoption
during the period 1982-1995. We analyze annual data on 5,390 US hospitals regarding the
adoption of 13 different technologies. This is the first time that such a broad study has been
implemented. After adjusting for hospital characteristics, demographics and local market
characteristics, we find that managed care has a negative effect on hospitals’ technology
acquisition for each of the thirteen medical technologies in our study, and this effect is
strongest for technologies diffusing in the 1990s, when the managed care sector was at its
largest. If managed care enrollment had remained at its 1984 level, there would be 5.3, 7.3
and 4.1 percent more hospitals with diagnostic radiology, radiation therapy and cardiac
technologies, respectively. We also take into account that cost-benefit analysis is one of the
main dimensions considered by hospitals when deciding about the adoption of new
technologies. In order to determine whether managed care affects technologies differently if
they have a different cost-benefit ratio, we created a unique data set with information on the
cost-benefit for each of the thirteen technologies. We find that managed care enrollment has a
considerably more negative effect on the adoption of technologies with higher cost-benefit
ratios. The results suggest there may be long-term reductions in medical cost growth resulting
from increased managed care enrollment. 

Keywords: technology adoption, managed care, cost control, cost-benefit analysis, health
care, hospital



IS MANAGED CARE RESTRAINING THE
ADOPTION OF TECHNOLOGY BY HOSPITALS?

1. Introduction

Over the past four decades persistent health care growth has kept the cost of medical
expenses at the center of the policy agenda. Health care spending grew at an average annual
rate of 12 percent between the 1960s and the early 1990s. However, during the 1990s –and
particularly since 1992– the growth of medical costs has slowed down significantly, growing
at an average annual rate of 5 percent. This decline in spending growth rates has stimulated
considerable discussion about the effect that the continuing shift toward managed care has
had on expenditures. Levit et al. (1998) and Zwanziger and Melnick (1996) have suggested
that a large part of the expenditure growth slowdown can be attributed to growth in managed
care1.  The question of whether managed care has generated one-time savings or whether it
will result in a long-term reduction in spending growth remains unanswered. For managed
care to create long-term savings, it must influence the forces that drove the large spending
increases observed over the past decades (Cutler and Sheiner, 1998). There is significant
literature suggesting that the proliferation of new technologies is the main driving force of
medical costs (Newhouse 1992, Cutler and McClellan 1996).

This paper examines the relationship between managed care activity and hospitals’
technology adoption. If managed care reduces hospitals’ adoption of new technologies, it
could lead to a long-term reduction in health care costs. However, this reduction could also
diminish the level of technological innovation in the health care market, with potentially
profound implications for the quality of patient care.  

The new dominance of managed care could influence hospitals’ technology adoption
by imposing financial pressure on providers, changing the incentives associated with
purchases of new technology equipment. Managed care offers consumers oligopsony prices
for insured medical services at the expense of providing limited choice. This oligopsony
power decreases both product prices and quantities for hospitals. Thus, through the direct
effect managed care organizations have on providers’ profits, they probably induce hospitals
to adopt technology less frequently. 

Managed care restricts the product choice offered to consumers because it provides
coverage for health care obtained through a predetermined, reduced network of providers.
Even within the network, patients are required to see a primary care physician before being

1 In 1980 approximately 5 percent of the privately insured population was in managed care; in 1996 over 75
percent of this population had a managed care health insurance contract (Jensen et al., 1997).
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referred to a specialist. Through these mechanisms, managed care may change doctors’
propensity to assign patients to a particular treatment and may limit patients’ access to
expensive medical procedures.  

However, given the managed care objective of cost containment, managed care
organizations may favor hospitals that own cost-saving technologies. Hospitals might be
encouraged to adopt these technologies to secure access into a managed care network or to
improve their bargaining position with managed care organizations. Similarly, if reputation
effects are important for managed care organizations, they may encourage hospitals to adopt
high-tech procedures. 

The existing studies on the effect of managed care over technology adoption have
been limited to only a few technologies over short periods of time. Baker and Wheeler (1998)
focus their analysis on 1994-1995 data and find evidence of a negative association between
Health Maintenance Organization (HMO) penetration and availability of MRIs. Baker and
Brown (1997) find that managed care penetration is associated with a decrease in the number
of mammography facilities. Cutler and McClellan (1996) examine the sources of expenditure
growth in heart attack treatments, specifically angioplasty. They find that the expansion of
intensive cardiac surgeries explains essentially all the treatment’s cost growth. They also find
that insurance generosity, regulation, and market structure are the most important factors
affecting technology adoption. Baker and Spetz (1998) look at more technologies, but they
group all the technologies in a common index. They find evidence that high managed care
areas started the early 1980s with relatively high average technology index values. However,
by the late 1980s the index values for high managed care areas were similar to, or even lower
than, values in other areas. In more recent years, index values for both high and low market
share areas grew at similar rates. This method, however, does not allow for the identification
of the effects of managed care on particular technologies, which theory suggests should be
very important.

This study extends previous work in several important dimensions. We examine
thirteen technologies from 1982 to1995. While some of these technologies diffused during
the 1980s, when managed care was rare in the U.S. health care system, other technologies
began diffusing in the 1990s, when managed care was already an important phenomenon in
the health insurance sector. If managed care influences technology acquisition, we should see
a larger effect on technology adoption rates in the 1990s, when the levels of managed care
activity were higher. In fact, we find that managed care has a significant negative effect on
hospitals’ technology adoption for each of the thirteen technologies we consider, with the
strongest effect for those technologies that started to diffuse during the 1990s. 

In this paper we also rank the technologies according to their cost-benefit ratios
(CBR). CBR were approximated using medical literature and estimations of the lifetime
capital cost-reimbursement ratios. CBR is a key determinant of hospital adoption decisions.
Given that managed care organizations have a strong incentive to minimize costs, they may
be willing to identify and support services with low CBR. We find that managed care has a
stronger retarding effect on technologies with higher CBR. This is, to our knowledge, the first
time this result has been demonstrated empirically. 

Our results provide evidence that managed care may be able to contribute to cost
saving in the health care market by limiting the availability of technologies, especially new
and less cost-effective ones. However, further research should be done to understand the
effects of managed care on patient care. While these results suggest that managed care may
be negatively affecting the quality of patient care by restraining the availability of
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technologies, it may be the case that managed care is merely eliminating the duplication of
technologies, making more efficient use of each machine or procedure. We leave this issue
for further research.

The remainder of this paper is organized as follows. Section 2 describes the
relationship between managed care activity and hospitals’ technology acquisition decisions.
Section 3 presents a description of the data used. Section 4 contains the methodology
followed in our study. Section 5 presents the results and section 6 analyzes the effects of
managed care on health care expenditures. Section 7 concludes.  

2. Managed Care and a Hospital’s Decision to Adopt New Technologies

One of the most significant changes in the health care market in the last decade has
been the shift from the traditional insurance system to managed care. While traditional health
insurance paid providers on a fee-for-service basis, barely controlled utilization and allowed
patients unlimited access to the providers of their choice, managed care policies apply several
restrictions over patients and utilization to achieve their cost-containment objective. 

First, managed care payments to primary care physicians are generally capitated
–physicians receive a pre-established amount per insured regardless of the number and kind
of procedures performed– while hospitals and specialists also face a structure of payments
that encourages lower utilization of medical care. Second, managed care restricts the product
choice offered to consumers because it provides coverage for health care obtained through a
predetermined group of health care providers, commonly referred to as a “network”, which is
selected by the plan. Given that managed care plans market themselves based on their ability
to reduce costs of health care benefits, price is a critical criterion for the selection of
providers into their network. Finally, even within the network, managed care requires patients
to see a primary care physician before being referred to a specialist.  

In this section we present a simple model of hospital behavior in which a hospital’s
decision to adopt a new technology responds to the incentives established by managed care
and to the hospital’s ownership status. The aim of the model is to provide an interpretative
framework for reviewing the empirical work. 

Assume that hospitals maximize a utility function U(π(T1…Tn, X), O(T1…Tn, X)). π
are the profits earned by the hospital, O are the characteristics of the output produced by the
hospital, Tt is a particular technology, where t=1…n, and X includes all other variables that
may influence hospitals’ profits or the characteristics of their product, such as insurance
environment, hospital-specific characteristics, or government regulations. We have included
the term O in the hospitals’ utility function because there is extensive literature suggesting
that not-for-profit hospitals, unlike other firms, do not maximize profits, but rather some
utility function. Although there is debate about the components to be included in this utility
function, generally profits are considered as one of its arguments (Newhouse, 1970; Ellis and
McGuire, 1986; Frank and Salkever, 1991). This term O may represent quality, charity care
or technology sophistication. We assumed that both hospitals’ profits and hospitals’ output
characteristics depend on technology. Technology may affect a hospital’s utility through its
implications on the quality of care provided, the number of patients received, the price
obtained for hospitals’ services, etc. In pursuit of their goals, hospitals choose the
characteristics of their product; specifically, they decide the optimum amount of each
technology Tt. 

3



We define hospitals’ objective function as:

where π is a lower bound on hospital profits and the function U is increasing in all its
arguments.

The profit function for a hospital that has a set of technologies t ε [1,n] is defined as:

where C is a continuous, twice differentiable cost function; Pmc,t is the price paid to the
hospital for technology Tt by managed care; Pffs,t is the price paid for technology Tt by
traditional insurers; Qmc and Qffs refer to the quantity of people enrolled in managed care and
traditional insurance, respectively; and αmc,t and αffs,t correspond to the proportion of people
that use technology Tt with managed care and traditional insurance contracts, respectively.

Solving the hospital optimization problem with respect to technology, we obtain the
following first order condition:

equation 1

where

and λ is the Lagrange multiplier on profits.

Assuming that C22 is non-negative, we can rewrite equation 1 as the following
specification for hospitals’ technology adoption

equation 2

where ƒ is increasing in its first argument.

Economists typically have stronger priors on the form of U in for-profit firms. In
particular, setting U(π(T1…Tn, X), O(T1…Tn ,X)) = π(T1…Tn ,X) and dropping the profit
constraint, yields the following first-order condition with respect to technology:
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We can rewrite it as:

equation 3

Equations 2 and 3 will be our main references when analyzing the impact of
managed care on hospitals’ technology adoption. 

Looking at these two equations, we can notice that the difference between the for-
profit and not-for-profit hospital first-order condition for technology is the term U2/(U1+ λ).
Given this difference, it is not clear if not-for-profit hospitals will adopt more or less
technologies than for-profit hospitals. Each hospital will adopt a technology Tt if the change
in its utility function is non-negative. For a profit maximizing hospital this means that a
hospital will adopt a technology if and only if acquiring it does not reduce the hospital’s
profits: 

∆πt (T1…Tn, X)≥0. However, not-for-profit hospitals’ utility function is increasing
in both π and O. Hence, when deciding whether to adopt a new technology, not-for-profit
hospitals have to consider not only its effect on their profits but also on their product
characteristics. Then, the not-for-profit hospital probability of adoption can be higher, equal
or smaller than the probability of adoption of a for-profit hospital. Since there is no
theoretical reason to suppose that not-for-profit hospitals will adopt technology more
frequently, we test for this possibility empirically. 

Turning now to the implications of managed care on hospitals’ technology adoption,
we first need to distinguish between hospitals belonging to a managed care network and
hospitals not contracting with managed care organizations. Focusing first in the hospitals
already contracting with managed care networks, from analyzing equations 2 and 3, we
obtain four main implications of the model. 

The first effect is through the impact of managed care on the prices it pays and the
quantities it demands for hospitals’ products.  Due to the large market shares managed care
organizations have gained in the insurance market, their bargaining power with hospitals has
grown, raising concerns about managed care exercising oligopsony power against hospitals
and physicians. In this oligopsony setting, managed care offers consumers insured medical
care at oligopsony prices with the disadvantage of having limited choice. Managed care
oligopsony power means that the price and quantity of the medical care sold by hospitals will
be lower than their non-managed care levels2. Thus, Pmc,t≤Pƒƒs,t and Qmc,tαmc,t ≤ Qffs,tαƒƒs,t
and hospitals may be induced to adopt new technologies less frequently.

Second, since hospitals have experienced substantial price reductions for medical
services, they may try to increase their bargaining power to negotiate better prices with
insurance companies. Hospitals may be able to do so by adopting new technologies. If a
hospital has a wide array of technologies and enjoys a good reputation in the community,
insurance companies may not be able to offer a plan to their consumers without offering
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access to the hospital. If this is true, the balance of power may shift from managed care
organizations to the hospital and the contracts may become more favorable for the health care
provider.

Hence, for a technology Tt such that                            , managed care may encourage
its adoption.

Third, managed care not only reduces hospital payments through aggressive
bargaining but also makes hospitals face a structure of payments that encourages low
utilization of medical care. Since managed care organizations monitor the physicians and the
amount and type of care given to patients, they may change doctors’ propensity to assign
patients to a particular treatment, changing practice patterns towards less use of new, costly
technologies. Moreover, even within the network, managed care also requires patients to see
a primary care physician before getting a referral to a specialist. Primary care physicians act
as “gatekeepers”, limiting patients’ access to expensive, high-tech medical procedures. Thus,
managed care may influence hospitals’ adoption of new technologies by changing the
proportion of patients that use them. This implies tha                  in equations 2 and 3,
reducing hospitals’ incentives to adopt new technologies.

Finally, although managed care pays generally lower prices and restricts usage more
than traditional insurers, the price reduction and practice control does not need to be the same
for all technologies. Given that technologies have varying costs and benefits, and given the
strong incentive of managed care organizations to minimize costs, managed care may reduce
its payments less, or apply less restrictive policies, for cost-saving technologies than for
expensive ones. It is then important to compare the price reductions and usage restrictions
imposed by managed care for different technologies that can treat a similar prognosis. Hence,
we need not only to compare the effect of the technologies on αmc,t versus αƒƒs,t and the effect
of the technologies on Pmc,t versus Pƒƒs,t, but also to take into account the profitability of
different technologies for hospitals under the same managed care contract. 

For those hospitals not contracting with managed care organizations, the incentives
to adopt a new technology may still be influenced by managed care. On the one hand, as
noted by Baker and Shankarkumar (1997), managed care has strong implications for the
overall health care market, reducing medical care prices and affecting physicians’ practice
patterns for other forms of health insurance as well. If this is the case, the previous
implications of managed care on hospitals’ technology adoption may go beyond the managed
care network, affecting all hospitals in the market.

On the other hand, hospitals may be more inclined to adopt a new technology in
order to have access to a managed care network. Since a provider that is not part of a network
faces the risk that its patients would be directed elsewhere to take advantage of better prices
and services, access to the managed care network is especially important and even more so as
the number of managed care enrollees increases. However, managed care would not contract
with hospitals that do not offer a wide array of services. When dealing with providers,
managed care organizations face substantial contracting costs, such as administrative costs,
legal costs, or costs of monitoring the hospital. Given managed care incentives to minimize
costs, it is likely that managed care organizations will prefer to contract with one hospital
offering a wide selection of services rather than to deal with several small hospitals each
offering different services. Thus hospitals may adopt technologies in order to secure access to
managed care networks.  
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Summarizing, the impact of managed care on hospitals’ decision to adopt new
technologies is theoretically not clear and it depends on the technology and each hospital’s
characteristics. In section 3 we analyze how the variables included in the term X in equations
2 and 3 affect hospital technology adoption. In our empirical analysis we include thirteen
different technologies that have varying costs and benefits. Through analyzing the effect of
managed care on each of these technologies, we will understand better how managed care
impacts hospitals’ technology adoption, as well as what hospital characteristics matter most
for innovation.

3. Data

Medical Technology Availability and Diffusion

Our data contain information about thirteen medical technologies from 1982 to
1995.  We define the term medical technology as a set of procedures or machines owned by
hospitals that are devoted to patient care. More explicitly, our information about
technologies, obtained from the American Hospital Association (AHA), corresponds in some
cases to specific infrastructure items held by hospitals. Examples are CT-scanners, ultrasound
devices, or X-ray devices. In other cases, technology refers to hospitals’ services, like open-
heart surgery or therapeutic radioisotope. We have decided to incorporate these services as
part of our set of technologies because frequently these types of services are good signals of
the presence of other infrastructure items owned by the hospital.

The range of technologies that we analyze fall into three categories:

Diagnostic Radiology Radiation Therapy Cardiac

Diagnostic Radioisotope X-Ray Therapy Cardiac Catheterization

Ultrasound Radioactive Implants Open-heart Surgery

CT-Scanner Therapeutic Radioisotope Angioplasty

MRI Megavoltage Radiation
PET Stereotactic Radiosurgery

Appendix 1 presents information about each procedure. 

The data for this study is a hospital sample drawn from the AHA database. We use
information on technology adoption for an average of 5390 hospitals per year from 1982 to
1995. We have eliminated from the sample hospitals that typically do not offer the set of
technologies under consideration, such as psychiatric hospitals, hospitals that are a unit of an
institution, and rehabilitation hospitals. Given that hospital mergers have been an important
phenomenon during the 1990s, we have also taken into account mergers during our period of
analysis. Specifically, once hospitals have merged, we generate a consolidated hospital from
the merging year backwards; this strategy makes all the hospitals in our panel comparable
over time. The newly created hospital has the same Metropolitan Statistical Area (MSA) and
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state characteristics as the hospital resulting from the merger. Regarding technology
ownership, we assume that whenever one of the merging hospitals owns the technology, the
newly created hospital owns it too.  

Explanations for technology diffusion

Insurance environment 

To account for the effect of managed care on hospitals’ technology adoption we use
the share of the population per MSA that is enrolled in HMOs. Data on other forms of
managed care enrollment, like Preferred Provider Organizations (PPOs) or Independent
Practice Associations (IPAs)3,  are not available. Data on Medicare and Medicaid managed
care contracts are not available either. However, since HMOs are the most comprehensive
and restrictive form of managed care, our results should be accurate in representing the effect
of managed care on hospitals’ technology acquisition. Furthermore, HMO enrollment and
enrollment in other forms of managed care are also positively correlated. 

We use two possible alternative measures of HMO enrollment at the MSA level.
First, the HMO enrollment level obtained from the Area Resource File (ARF)4. Second,
HMO enrollment growth rates obtained from Baker’s (1997) estimates of HMO market share
from 1990-19945 and Richardson’s (1999) estimates for 19826. Using the Baker and
Richardson estimates, we computed the yearly HMO enrollment growth rate. The mean value
for the first and second definition of HMO enrollment over the 1982-1995 period is 7.3% and
7.2%, respectively. 

All the analysis has been done using both definitions of HMO enrollment. The
results do not change when we vary the definition. The results we report in the tables use the
first definition, while results using the second definition are reported in Appendix 3, Table C. 

The other variables included to account for the insurance environment are the
percentage of the population per MSA that is enrolled in Medicare and Medicaid, and the
percentage of the population that is uninsured. These variables reflect the nature of overall
insurance coverage. This data has been obtained from the CPS. We treat these variables as
time varying in our econometric model. Table 1 indicates that the average hospital was in an
area where over the 1982-1995 time period 12 percent of the population was uninsured, and 7
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3 PPOs and IPAs are less restrictive forms of managed care. PPOs typically have a network of physicians.
Patients pay little when they use a physician in the network and pay more when they go out of it. The IPA
has a panel of doctors enrolled to provide care and they share any saving resulting from reduced
hospitalization or other cost saving. 

4 One possible problem with this data is that membership information for a particular HMO is included in the
county where that HMO's address is in the ARF. However, the members are often actually located in many
surrounding counties. To lessen this problem we are using the data at the MSA level rather than at a county-
level.

5 Baker’s estimates are constructed using data from the Group Health Association of America, which surveys
all HMOs in the US each year. He constructed estimates of county-level enrollment by distributing the HMO
enrollment among the counties in its service area based on county population and the distance from HMO
headquarters. County-level enrollment estimates were computed by adding over all HMOs serving the
county. County market shares are the ratio of county HMO enrollment to county population. 

6 Richardson (1999) used Baker’s methodology to compute HMO penetration at county-level for 1982.
Richardson’s data was estimated by assuming that relative penetration across counties is the same as 1990 for
counties within a 50-mile radius of the MSA. 



percent, 13 percent and 9 percent were enrolled in HMOs, Medicare, and Medicaid
respectively.  

Hospital controls

The hospital controls considered are size, measured by the number of beds, and type
of ownership. To control for hospital size we include eight dummy variables for number of
beds. The mean hospital in the sample has 173 beds over the period 1982-1995. Hospital size
might influence innovation if new technologies exhibit positive scale effects. Hence, adoption
may be more profitable for larger hospitals. 

Type of ownership may also affect adoption decisions. We include dummy variables
for whether the hospital is not-for-profit or government. For-profit, not-for-profit and
government hospitals may have different considerations when deciding on technology
adoption due to their different utility functions (Baumgardner, 1991; Newhouse, 1970; Custer
et. al., 1990; Frank and Salkever, 1991). For instance, not-for-profit hospitals may care more
about the quality of the services while government hospitals may have more financial
constraints or care less about reputation issues. Table 1 shows that about 57 percent of the
hospitals are not-for-profit and about 28 percent are government. 

A teaching hospital is expected to adopt technology earlier than a non-teaching one
given that they perform, in principle, more research and development. Table 1 reports that
teaching hospitals account for about 6 percent of the sample.

Regulation

We include an indicator for states that have government regulations that may deter
technology adoption. In particular, we include an indicator for whether states have a
monetary threshold requirement for equipment purchases (Certificate of Need requirement,
henceforth CON). We rank the states with CON regulation into five categories by its severity,
where 1 is the least severe restriction and 5 is the most. Data on CON regulation is from the
AHA7. We expect to see less technology adoption in those states with more rigorous CON
regulations. The mean hospital in the sample is in a state where the CON variable value is
1.7. 

We also include an indicator variable for whether a hospital is in a state that
regulates payments to the hospitals by the payers. In general, these programs reduced
payments to hospitals, both per day and per case. We expect that hospitals in states with this
kind of regulation will adopt fewer new medical technologies. 

Market Structure

Strategic interaction among hospitals may affect technology adoption. First, if the
fixed costs of technology adoption are low and use of technology is potentially high,
hospitals might engage in a medical arms race to acquire new technologies (Robinson and

9
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Luft, 1985). Second, hospitals might invest preemptively to achieve persistent increases in
market shares. Preemption is an investment strategy to exploit a first-mover advantage or can
be identified with a race to appropriate a profitable investment opportunity. This preemptive
strategy is particularly important as the costs of adoption rise or the volume of potential
patients falls. If this is the case, rival hospitals may deter or delay investments. To capture
these potential interactions, we include the share of other hospitals (measured by the number
of beds) that have already adopted the technology in the area. This measure was generated
using AHA data. 

Demographic factors

We included the MSA population, the average family income of the MSA, and
whether the hospital is in a rural area or not. All demographic data was obtained from the
CPS and all the variables are time-varying. 

4. Methodology

To examine the relationship between managed care activity and hospitals’
technology acquisition we use a hazard rate model (Meyer, 1990; Cutler, 1995). This model
provides us with a hospital’s probability of adopting any given technology, after controlling
for hospital and market characteristics. 

Denoting the cumulative probability that a hospital h has technology j at time t as
Fj

h (t) and the density function at time t as ƒj
h(t), the hazard is the probability that a hospital

acquires the technology at time t conditional on its not having acquired the technology up to
that point:

We specify a proportional hazard model for technology adoption of the following
form:  ,                                            where Xj

h (t) is the time varying proportional hazard and
λ0(t) is the baseline hazard (Cox, 1972; Kalbfleisch and Prentice, 1973). The likelihood
function for the data is:

equation 4

where                              denotes the probability that a hospital acquires the technology
during period th and                   represents the probability that a hospital has not acquired the
technology as of the end of the sample (T). We use ch as an indicator for the hospitals that
have been censored. The log of the likelihood function is maximized using standard
techniques.
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Before presenting the results, there are three important issues to be resolved when
estimating equation 4. First, there is the possibility that managed care market share and the
probabilities of technology adoption are simultaneously determined. Managed care
organizations may consider current and expected technology levels when deciding whether to
enter a market, as medical technologies significantly affect hospital expenditures. Second,
there is the possibility that unobservable variables are correlated with both managed care
market share and the probability of adoption. For instance, patients’ preferences for health
care, or the health status of the population may be important omitted variables. 

To correct for these two problems in a linear model, an instrumental variable (IV)
estimation could help to address these issues. A possible instrument for HMO enrollment is
the average firm size in the corresponding MSA, as first used by Baker (1997). Since large
firms are more likely to offer managed care to their employees, areas with large firms are
expected to have more managed care. However, large firms in an MSA are not correlated
with hospitals’ technology availability. Given the difficulty of instrumenting in a hazard
model, to control for omitted variables and endogeneity, we follow Cutler and McClellan
(1996) and use a technique analogous to the two-stage least squares method for the hazard
rate model. In the first stage we regress HMO enrollment on hospital characteristics as well
as on the average values of the other MSA and state variables, including the average firm size
of the MSA. We then use the predicted values in our hazard regression. First stage
regressions are reported in Appendix 2, Table A. 

Finally, there is one last issue to take into account. An unmeasured area effect could
exist that would similarly affect all the hospitals in this given area. More precisely, hospitals
would be more willing to adopt a specific technology if the demand for such a technology is
high in their area. This effect could be measured as an increase in the competition that the
hospital confronts. If this were the case, there would be a non-causal relationship between our
measure of competition and hospitals’ technology adoption (Cutler and McClellan, 1996).
Ideally, an instrumental variable should be used to solve this problem. However, given the
difficulty of finding a good instrument, we include 9 dummies for region and 7 dummies for
MSA size to lessen the problem. 

5. Results

Is the expansion of managed care affecting technology adoption?

Our first goal is to analyze if managed care has an impact on hospitals’ technology
adoption and if so, how substantial the effect is. As established in section 2, the impact of
managed care on hospitals’ technology adoption is an empirical matter. We expect the
influence of managed care to be stronger in the 1990s given that managed care is a more
widespread form of insurance contract. To analyze this, we distinguish between technologies
diffusing in the 1980s, and technologies diffusing in the 1990s. Table 2 presents the share of
hospitals that owned each technology in three years: 1982, 1990 and 1995. Through all our
analyses we distinguish between diagnostic radiology, radiation therapy and cardiac
technologies. In fact, we analyze each group of technologies separately to reduce the
heterogeneity between technologies within each group. We consider a technology as diffused
in the 1980s if fifteen percent or more of the hospitals had it in 1990. Otherwise we consider
the technology as diffusing in the 1990s. This fifteen percent rule is supported by the
technologies’ diffusion curves in Graph 2.1: there is a different pattern of diffusion between
the two groups of procedures. Using this rule, among the diagnostic radiology technologies,
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diagnostic radioisotope, ultrasound and CT-scanner are treated as already diffused, while
MRI and PET are considered to be diffusing in the 1990s. Similarly, for radiation therapy
procedures, X-ray therapy, radioactive implants, therapeutic radioisotope and megavoltage
radiation are diffused in the 1980s while stereotactic radiosurgery is diffusing in the 1990s.
Finally, for the cardiac technologies, cardiac catheterization and open-heart surgery are
already diffused in the 1980s while angioplasty is diffusing in the 1990s8.  

To analyze whether the effect of HMOs is significantly different for the adoption of
technologies that are diffusing in the 1990s, we generate a dummy variable equal to one for
the technologies diffusing during the 1990s and zero for those diffused in the 1980s. We then
interact this diffusion dummy with the HMO enrollment variable (HMO enrollment*diff90).
We include this diffusion variable within each group of technologies. Dummy variables for
each technology are also included. 

Table 3 presents the hazard rate model for each group of technologies. The
regressions include the HMOenrollment*diff90 variable for those technologies diffusing in
the 1990s. All the explanatory variables discussed in section 3 are included. Table 3 also
presents the technique analogous to the two-stage least squares method for the hazard rate
model. These regressions include average firm size in the corresponding MSA as an
instrument for HMO enrollment. The results for the two specifications are consistent. 

The first block of Table 3 presents the coefficient estimates for the effect of the
insurance environment variables. For the three groups of technologies, the coefficient of the
HMO enrollment is significantly negative. The HMO enrollment*diff90 variable is also
significantly negative in each of the three cases, implying that managed care affects more
strongly those technologies diffusing in the 1990s. An increase of one standard deviation in
HMO enrollment above the mean reduces the probability of adopting radiation therapy
procedures by 9.5 percent. The effect is lower for the adoption of cardiac and diagnostic
radiology procedures, where a one standard deviation increase in HMO enrollment reduces
the probability of adoption by 4 percent.

To evaluate the magnitude of these numbers, we estimate the change in the share of
hospitals predicted to have the technology nowadays if the HMO enrollment had been
constant at its 1984 level. The coefficient in our hazard rate model indicates that an additional
5.3 percent of hospitals would have adopted diagnostic radiology technologies, meaning that
instead of 82 percent of hospitals owning these technologies by 1995, 87 percent of hospitals
would have adopted them. Regarding radiation therapy technologies, there would be 34
percent, instead of 31 percent, of hospitals owning them by 1995. Finally, for cardiac
technologies, there would be 4.1 percent more hospitals with these technologies, with a total
of 34 percent, instead of 32 percent, of hospitals with the technologies.

The second block of Table 3 shows the effect of hospital controls over technology
adoption. From section 2, there is no theoretical reason that indicates that not-for-profit
hospitals should be more inclined to adopt new technologies. Testing for this empirically, we
find that not-for-profit hospitals are more likely to adopt these technologies. Rural hospitals
are less likely. Government hospitals have a positive impact on technology adoption. The fact
that a hospital is a teaching hospital does not strongly affect the adoption probabilities for all
technologies. In terms of hospital size, the number of beds dummy variables (not reported)
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shows that larger hospitals are more likely to adopt the technologies. Thus, the teaching
effect has probably already been picked up by the number of beds, since teaching hospitals
are generally large hospitals.

States with more severe CON regulation discourage technology adoption. Given that
CON regulation directly limits purchases of new equipment, it is not surprising that the CON
variable has a stronger negative effect than the rate regulation variable. We were able to
capture this effect because we have more detailed information about state CON restrictions. 

The fourth block of the table shows that market structure is strongly related to
technology adoption. In all cases, the coefficient of the share of other hospitals in the area
with the technology, measured by the number of beds, has a positive effect on adoption. This
might be related to hospitals engaging in a medical arms race to acquire new technologies.
There could be some concerns regarding the endogeneity of this variable, so we have run also
the regressions without it and the results are very robust.

Finally, the demographic variables are also good predictors of technology adoption.
The average family income has a positive effect on technology adoption. The MSA
population has a consistently negative effect on acquisition. This could be explained by the
fact that areas with a small population usually have fewer hospitals, and these hospitals have
a greater variety of technologies, whereas hospitals in areas with more hospitals may be more
specialized. 

Does managed care have the same effect on every technology? 

We have already shown that managed care has a negative effect on hospitals’
technology adoption. As managed care becomes a more widespread form of health insurance,
hospitals tend to adopt fewer technologies. However, as we pointed out in section 2, managed
care may affect different technologies differently, emphasizing the use of the most cost-
effective ones.

When deciding whether or not to adopt a new technology, a hospital does a specific
cost-benefit analysis for each technology9. The hospital has to analyze the cost of the
technology, the expected number of patients that will use the procedure, reimbursement for
the treatment, as well as the number of years the technology can be used before it becomes
obsolete. 

Given that the technologies have varying costs and benefits for hospitals, we expect
the CBR to be an important determinant of hospitals’ adoption decisions under managed care,
because of their profit motive. There are several reasons to expect this to happen. Since
managed care organizations have a strong incentive to minimize costs, they might be willing
to identify and support services with low cost-benefit ratios. Moreover, given that managed
care organizations may favor hospitals that own low-cost-high-quality technologies, hospitals
might be inclined to adopt technologies that are consistent with these requirements. If they do
so, hospitals may be better positioned to negotiate with the HMOs. 

13

9 We are aware that the net present value method would be more appropriate than the CBR, due to the myopic
problem of the CBR. However, unfortunately, the medical literature we use as a reference analyzes
technology profitability based on CBR instead of net present value.



Given this situation, hospitals should be more inclined to adopt technologies that
have lower CBR. To examine if this is the case, we have established a ranking of
technologies according to their cost-benefit ratio, within each of the three main categories of
technologies. In the ranking, 1 corresponds to the technology with the lowest CBR ratio and
5 to the technology with the highest CBR ratio. 

The medical literature has provided us with clear rankings for the cost-benefit of
most of our technologies10. For instance, regarding diagnostic radiology technologies, the
consensus among specialists (Bell, 1996; Conti et al., 1994; Maroldi et al., 1996; Ripley,
1991) validates that ultrasound is the most cost-effective technology, followed by diagnostic
radioisotope, CT-scanners, MRIs, and finally PET (Ripley, 1991; Bell, 1996). PET is such a
costly technology that even the Institute for Clinical PET recognizes that for a PET facility to
be financially viable, alternative sources of revenue such as grants, contracts or philanthropic
funding are necessary  (Conti et al., 1994).

A similar ranking can also be established for cardiac technologies. Open-heart
surgery is considered the most profitable cardiac technology for the hospitals (BARI, 1996;
Cardiology Preeminence Roundtable, 1996 and 1997). In fact, open-heart surgery costs have
been declining over the last few years, while the costs for angioplasty have been increasing
dramatically due to the appearance of expensive new devices, such as stents (Cardiology
Preeminence Roundtable, 1996). Meanwhile the reimbursement for open-heart surgery has
remained much higher. Moreover, randomized studies reveal a significantly higher incidence
of heart problems following angioplasty than following bypass surgery (Cardiology
Preeminence Roundtable, 1996; BARI, 1996).

Cost-benefit analyses that allow us to establish a ranking within radiation therapy
technologies are scarcer. This is due basically to the fact that each technology is appropriate
for the treatment of a particular kind of cancer and cannot easily be substituted for another
radiation therapy technology. There is only consensus in establishing that stereotactic
radiosurgery is a very costly procedure, especially if it is performed using a gamma knife
(Porter et al., 1997).

Although we cannot obtain a clear ranking for radiation therapy from the literature,
it is still true that a hospital will perform a cost-benefit analysis when deciding to adopt any
of these technologies. In order to obtain a ranking for the radiation therapy technologies, we
approximate the technology CBR by using an estimation of the lifetime capital cost-
reimbursement ratio (henceforth, CRR). Given that reimbursement is an important
component of a hospital’s benefit and that capital cost is an important component of the total
costs, this estimation should give us a good notion of the technology’s overall cost-benefit
ratio11.  In order to confirm that this is a good approximation we also compute the CRR ratio
for the other two groups of technologies for which we already have the literature cost-benefit
rankings. To calculate the CRR for each of the thirteen technologies, we look at the lifetime
cost of the equipment as well as at the hospitals’ reimbursements for the procedure during its
expected life span.
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11 We are aware that the interaction between managed care and hospital decisions to acquire new technologies
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account when deciding whether or not to adopt a certain technology, but they certainly are crucial aspects to
consider.



In the lifetime costs of acquiring a particular technology we have included the
possible cost range, the installation costs, and the annual maintenance costs. The cost range
of the equipment as well as the expected lifetime has been obtained directly from the
manufacturers of the equipment, from hospitals that own the technology, as well as from
the literature (Hackl et al., 1998; Bell, 1996).  

We are aware of the limitations of not including the operating costs of the
procedures. However, we are comparing our results to the CBR ranking, obtained from
the medical literature for two out of the three groups of technologies and we obtained similar
results. Moreover, we are just using the CRR ranking, not the actual CRR numbers obtained
through the calculations. Thus, CRR ranking results should not change significantly when
including operating costs.

To determine hospitals’ reimbursement of the procedures, we have used Medicare
outpatient reimbursement12. HMO reimbursements to hospitals are not available because they
are directly negotiated between the hospitals and the HMOs and this data is fully
confidential. The corresponding reimbursements have been multiplied by the life span of the
procedure and for the average number of patients per hospital that receive the treatment. This
information has been obtained from the Medicare CPT book and price list, from the Agency
for Health Care Policy and Research, and from Vital and Health Statistics of the National
Center for Health Statistics.

Table 4 presents the CRR for each technology for year 1995 as well as the
corresponding CBR rankings. The CRRs have been obtained using the average expected
lifetime costs and reimbursements for each technology. Notice that the rankings implied by
the CRR for diagnostic radiology and cardiac technologies coincide with the rankings
established by the literature based on the cost-benefit analysis. Hence we can use the CRR
ranking for radiation therapy technologies as a good approximation of the cost-effectiveness
ranking. 

We run hazard rate model regressions for each technology containing all the
explanatory variables included in the previous section. In order to make the technologies
more comparable we keep the previous classification of diagnostic radiology, radiation
therapy and cardiac technologies13.  

Analyzing the diagnostic radiology technologies, Table 4 shows that PET is clearly
the least profitable technology, and hence it is also the one with the highest CBR ranking. It
is followed by MRI, CT-scanner, diagnostic radioisotope and finally by ultrasound.  Note, for
instance, that the average cost of a PET is much higher than the average cost of a CT-scanner.
However, the average reimbursement for a PET is only a little higher than that for a CT-
scanner. This makes PET less profitable for the hospital. The same analysis could be done for
all the technologies in this group. 
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13 We are aware that even within each group, the technologies have specific characteristics. There are also
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with the CBR approach we are able to explain at least partially the differences in the managed care effect
over the technologies within each group.



Table 5 presents the results of the hazard model for each technology (Table D in
Appendix 2 reports the same regressions using the analogous two-stage least squares
method). Our theory establishes that the HMO enrollment coefficient ought to be more
negative the less profitable the technology. PET is the technology with the most negative
coefficient for HMO enrollment and it is also the one with the highest CBR ranking. A one
standard deviation increase in HMO enrollment reduces the probability of adopting a PET
site by 27 percent.  As expected, MRI, CT-scanner, diagnostic radioisotope and ultrasound
follow. An increase of one standard deviation in HMO enrollment diminishes the probability
of adoption by 4.6, 2.8, 2.4 and 1.4 percent for MRI, CT-scanners, diagnostic radioisotopes
and ultrasound, respectively. The coefficients in Table 7 imply that if HMO enrollment had
been constant at its 1984 level, an additional 23 percent of hospitals would have invested in
acquiring PET. Thus, instead of 2.8 percent of hospitals owning the technology by 1995, 3.4
percent would have had it. Regarding ultrasound, the diagnostic radiology technology least
affected by managed care, an additional 1.2 percent of the hospitals would have adopted it,
implying that instead of 84.6 percent of the hospitals owning it by 1995, 85.6 percent of the
hospitals would have acquired it.

This relationship between CBR and the effect of managed care on hospitals’
technology adoption is also true for technologies diffusing during the same time period. For
instance, both MRI and PET are diffusing during the 1990s, but PET’s CBR ranking is much
higher. The coefficient of HMO enrollment for PET should be more negative than that for
MRI, and that is the result obtained in Table 5. The same reasoning applies to the three
diagnostic radiology technologies diffusing in the 1980s.

Similar results are obtained for the radiation therapy and cardiac technologies.
Stereotactic radiosurgery is the procedure with the highest CBR, followed by X-ray therapy,
radioactive implants, therapeutic radioisotope and, finally, megavoltage radiation. This
ranking is sustained in Table 5, where stereotactic radiosurgery is the technology with the
most negative coefficient for HMO enrollment, while therapeutic radioisotope is the one with
the least negative HMO enrollment coefficient. A one standard deviation increase in HMO
enrollment reduces the probability of a hospital adopting stereotactic radiosurgery and
therapeutic radioisotopes by 8 and 5 percent, respectively. As shown in Table 7, if HMO
enrollment had been constant at its 1984 level, an additional 6.7 and 4.2 percent of hospitals
would have adopted stereotactic radiosurgery and therapeutic radioisotopes, respectively. 

Looking at the three cardiac technologies, we continue to obtain results supporting
our CBR hypothesis. Open-heart surgery is the most cost-effective cardiac technology,
followed by cardiac catheterization and angioplasty. The negative effect of HMO enrollment
on the adoption of technologies is clearly stronger for angioplasty than for open-heart
surgery. A one standard deviation increase in HMO enrollment reduces a hospital’s
probability of adopting an open-heart unit by 2.7 percent, while the probability of adopting
angioplasty decreases by 6.1 percent. These coefficients mean that if HMO enrollment had
been constant at its 1984 level, an additional 2.3 and 5.1 percent of hospitals would have
adopted open-heart surgery and angioplasty, respectively (see Table 7). 

These results show that CBR is an important aspect to consider when analyzing
hospitals’ technology acquisition. In general, the higher the CBR, the more negative the
effect of managed care on the adoption of the corresponding technology. To prove that the
CBR effect is statistically significant and it is not only that the less profitable technologies
have been diffusing in the 1990s when managed care was very generalized, we run a hazard
model that includes HMO enrollment*diff90 variable as well as the CBR ranking. The results
are presented in Table 6. HMO enrollment has a negative effect on technology adoption and
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this effect is even more negative for technologies diffusing in the 1990s. As expected, the
coefficient for the CBR ranking is negative. This indicates that the probability of a hospital
adopting a new technology decreases with the CBR.

The rest of the explanatory variables behave in the same way as in the previous
section. 

6. Effect of Managed Care on Health Care Expenditures 

Over the past several decades, persistent health care growth has kept the cost of
medical expenses at the center of the policy agenda. Health care spending grew at an average
annual rate of 12 percent between the 1960s and the early 1990s. However, during the 1990s
–and particularly since 1992– the growth of medical costs has slowed down significantly,
growing at an average annual rate of 5 percent. Levit et al. (1998) and Zwanziger and
Melnick (1996) have suggested that a large part of the expenditure growth slowdown can be
attributed to managed care growth. 

Managed care could reduce the health care cost growth through several mechanisms.
For instance, managed care may reduce the rates paid for particular medical services or may
affect the number of days that their customers can stay at the hospital. Although these
mechanisms slow down the medical spending growth, they only generate one-time savings.
For managed care to produce a long-term reduction in the growth of medical spending, it
should decrease technology expansion, since more than half of the growth in medical
spending can be attributed to technological change (Aaron, 1991; Newhouse, 1992). Thus,
for managed care to create long-term saving, it must influence the ultimate level of
technology, the force that has been driving the large spending increases observed over the
past decades. 

In this section we analyze whether managed care is affecting the ultimate level of
technology adoption or whether it is only slowing down the technology diffusion pattern,
requiring only a longer period of time to reach the non-managed care level of technology. If
managed care is, in fact, effectively lowering the level of technology expansion, then we can
confidently assess that managed care is having a long-term effect on health care cost growth. 

Among our thirteen technologies, we select for this analysis only those technologies
that by 1995 have reached their steady state level. If managed care affects the adoption rate
for technologies already at their steady state level, the level of technology adoption would
definitely have been higher without managed care.

To examine managed care’s effects on technology adoption as well as other factors
affecting hospitals’ decision to innovate we use a logistic model. This model provides us with
a hospital’s probability of adopting after controlling for hospital and market characteristics.
We estimate this logit model around the technologies’ steady state level. 

The technologies included in this analysis as well as the years of study considered
for each of them are the following:
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Technologies Steady-State Years 

Diagnostic Radiology Procedures:
Diagnostic Radioisotope 1989-1995
Ultrasound 1990-1995

Radiation Therapy Procedures:
X-Ray Therapy 1990-1993
Radioactive Implants 1990-1993

Cardiac Procedures:
Cardiac Catheterization 1993-1995
Open-heart Surgery 1993-1995

We select these technologies and their steady state years based on the information
presented in Graph 1.

In a given period a hospital is constrained by its own characteristics and those of the
market, and faces two choices. A hospital can choose to maintain the status quo and to not
innovate, or a hospital can choose to adopt a new technology. The estimated model is of the
following form:

Prob(Y=j) =α + β*Ii + γ*Hi + ϕ*Ri +λ*Mi + εi , j=0,1 

where Ii represents the market-specific insurance environment –the percentage of the MSA
population that is enrolled in HMO, Medicare, Medicaid or is uninsured. Hi are hospital-
specific characteristics, such as number of beds, ownership status, teaching status, and
hospital’s location. Ri represents market-specific government regulation. Specifically, Ri
shows whether a hospital is in an area where rate regulation or certificate of need regulation
applies. Finally, Mi is market-specific characteristics, such as the population and the log of
family income. All regressions include year, region and MSA size dummy variables. The
outcome Y for each hospital is coded as either maintaining the status quo or adopting a new
technology.

Table 8 shows the results of the logit rate model regressions. HMO enrollment
coefficient is negative and significant for five of the six technologies analyzed. This implies
that, even for technologies already in their steady state level, managed care has a negative
impact on adoption decisions. Thus, managed care is affecting not only the pattern of
diffusion but altering the ultimate level of innovation. The coefficients in our logit regression
indicate that hospitals’ adoption probabilities are lower than they would be without managed
care insurance system or with a lower level of managed care enrollment. For instance,
hospitals’ adoption probability for radioactive implants is 7.8%. However, if the HMO
enrollment had been constant at its 1984 level, the adoption probabilities would instead be
8.6%. Thus, an additional 11.1% of hospitals would have adopted the technology if HMO
enrollment would stay at its 1984 level.

National health expenditure was $428.7 billion in 1985 and $993.3 billion in 1995.
If we follow Aaron (1991) and Newhouse (1992) and assume that half of this expenditure
was due to technological expansion, then figures in Table 9 suggest that managed care is
reducing health care expenditure by $4 billion due to reductions in technology adoption14 15.
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If we calculate the changes in hospitals’ adoption probabilities using the coefficients
estimated with the instrumental variables methodology from Table E, savings in health
expenditure due to managed care reduction in technology expansion are significantly higher
at $43 billion. 

7. Conclusions

Our main goal in this paper is to investigate the possible effects of managed care on
technology acquisition. Since the sign of these effects is not theoretically clear and depends
on the technology characteristics, we use data for thirteen different technologies between
1982 and 1995. Our results suggest that managed care negatively affects the adoption of
technologies by hospitals. This result is consistent for each of the thirteen technologies we
examine. Moreover, the effect is even stronger for technologies diffusing in the 1990s, when
managed care was a more pervasive form of health insurance. We also examine other
potential forces driving technology adoption. We find that insurance environment, regulation,
and market structure are essential factors affecting technology availability. 

The interaction between managed care and hospital decisions to acquire new
technologies is very complex. As a first step in understanding some of the mechanisms
involved, we consider that hospitals were making their decision about the adoption of
technologies based on an individual cost-benefit analysis. We find that the most negative
effect of managed care is for technologies with a high cost-benefit ratio.

Our results are valuable because they allow us to examine the relationship between
managed care and technology adoption for thirteen different technologies, we have consistent
results for all of them, and we have captured important variations among individual
technologies. Further work should focus on understanding the adoption process for the
hospital, looking at each technology separately and considering the aspects that may affect
the hospital’s decision to adopt such a technology.

The negative effect of managed care on technology adoption may have important
policy implications. For instance, an important policy question is to what extent managed
care may slow down health care cost growth. Our results provide evidence that managed care
may be able to contribute to cost savings in the health market by limiting availability of
technologies, especially the availability of new and more expensive ones. Managed care is
affecting availability of health care technologies by changing the incentives associated with
their acquisition.

Our results also suggest that managed care may lead to a long-term saving by
significantly reducing the growth of medical expenses. However, we cannot establish the
effect of managed care on technology development or in patient care. Further research should
be done to understand managed care effects on these issues. 
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Table 1. Summary Statistics (1982-1995)
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Variable Level of Mean Standard
Aggregation Deviation

Insurance

   HMO enrollment MSA 7.3% 0.11

   Medicare enrollment MSA 13.3% 0.03

   Medicaid enrollment MSA 9.1% 0.04

   Percent uninsured MSA 11.5% 0.05
Hospital controls

   Not-for-profit HOSPITAL 57.0% 0.49
   Government HOSPITAL 27.7% 0.45

   Teaching HOSPITAL 6.0% 0.24
   Rural HOSPITAL 14.6% 0.35

   Number of beds HOSPITAL 173 172.9
Regulation
   Rate Regulation STATE 11.0% 0.31
   Certificate of need (CON) STATE 1.7 1.65

Market Structure
   Share of other hospitals MSA DOT ' DOT '

   with technology in the area

Demographics
   Log of family income MSA 10.4 0.26
   Total population MSA 1,713,589 1,823,661

' DOT= Depends on the Technology
   
Sources: American Hospital Association (AHA), Area Resource File (ARF), and

Current Population Survey (CPS)



Table 2. Diffusion of Medical Technologies
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Technologies Data Availability Share of Hospitals with Technology
(years) 1982 1990 1995

Diagnostic Radiology
Diagnostic Radioisotope 1984-1995 58.4% 61.3% 60.6%
Ultrasound 1984-1995 67.1% 84.2% 84.6%
CT-Scanner 1982-1995 28.6% 68.1% 75.3%
MRI 1982-1995 3.1% 14.8% 37.2%
PET 1990-1995  ----- 1.1% 2.8%

Radiation Therapy*
X-Ray Therapy 1982-1993 18.5% 18.4% 18.2%
Radioactive Implants 1982-1993 21.2% 23.7% 23.4%
Therapeutic Radioisotope 1982-1993 22.5% 24.3% 24.4%
Megavoltage Radiation 1982-1994 15.3% 18.7% 19.0%
Stereotactic Radiosurgery 1991-1993  ----  ---- 7.0%

Cardiac
Cardiac Catheterization 1982-1995 15.5% 26.0% 30.8%
Open-Heart Surgery 1982-1995 16.7% 16.1% 17.4%
Angioplasty 1989-1995  ---- 17.9% 20.1%

*Given data availability, the information for all Radiation Therapy technologies corresponds to year
1993 instead of year 1995

Source: American Hospital Association (AHA)



Table 3. Hazard Rate Model and IV Regressions
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  Diagnostic Radiology Procedures  Radiation Therapy  Procedures        Cardiac Procedures

[1] [2] [1] [2] [1] [2]

Variables  

Insurance  

HMO enrollment"  -0.13 **  -1.29 **  -0.59 **  -8.25 **  -0.42 **  -5.77 **

[0.044] [0.120] [0.134] [0.613] [0.083] [0.981]

HMO enrollment * diff90  -1.15 **  -0.99 **  -1.01 *  -1.11 **  -0.09 **  -0.39 **

[0.329] [0.297] [0.102] [0.353] [0.032] [0.175]

Medicare enrollment -0.1  -0.09 * 0.87 ** 1.467 ** -0.27  -0.34 **

[0.057] [0.055] [0.227] [0.150] [0.294] [0.151]

Medicaid enrollment 0.02 0.05 -0.03 -0.14  -0.42 * -0.44

[0.028] [0.029] [0.222] [0.172] [0.252] [0.622]

Percentage uninsured 0.26 ** 0.43 ** 0.54 ** 1.02 ** -0.43 0.27

[0.063] [0.077] [0.281] [0.349] [0.322] [0.652]

Hospital Controls     

Not-for-profit 0.08 ** 0.06 ** 0.33 ** 0.30 ** 0.10 ** 0.13 **

[0.009] [0.012] [0.025] [0.025] [0.022] [0.030]

Government 0.02 ** -0.01 0.26 ** 0.16 ** 0.04 0.01

[0.006] [0.008] [0.022] [0.023] [0.030] [0.049]

Teaching  -0.02 **  -0.02 **  -0.04 ** -0.02  -0.03 ** 0.03

[0.007] [0.007] [0.018] [0.013] [0.013] [0.029]

Rural  -0.05 **  -0.06 **  -0.71 **  -0.19 **  -0.35 **  -0.49 **

 [0.004] [0.005] [0.163] [0.049] [0.089] [0.158]

Regulation     

Rate regulation  -0.02 ** -0.01 -0.03  -0.14 **  -0.09 ** -0.04

[0.004] [0.006] [0.023] [0.054] [0.023] [0.048]

CON  -0.005 **  -0.008 **  -0.02 **  -0.15 **  -0.031 **  -0.11 **

[0.001] [0.002] [0.007] [0.015] [0.007] [0.019]

Market Structure     

Share of other hospitals 0.81 ** 0.84 ** 0.69 ** 0.96 ** 0.59 ** 0.95 **

with technology in area [0.020] [0.020] [0.077] [0.095] [0.053] [0.112]

Demographics   

Log of family income  0.03 ** 0.11 ** -0.06 0.54 ** -0.39 0.1

[0.014] [0.013] [0.099] [0.104] [0.178] [0.444]

Population  -2.2*10^-8 **  -2.12*10^-8 **  -1.14*10^-8 **  3.55*10^-9  -5.5*10^-8 **  -2.89*10^-8 **

[1.73*10^-9] [2.18*10^-9] [5.37*10^-9] [5.12*10^-9] [4.84*10^-9] [7.77*10^-9]

N 20696 18737 15945 13756 9754 7895

Prob>chi2 0 0 0 0 0 0

[1] Hazard rate model

[2] Analogous two-stage least squares method for the hazard rate model

" We use the predicted HMO enrollment for the IV regressions.

Robust standard error values appear in brackets below the regression coefficient

All regressions include demographic and market structure variables as well as 13 year dummy variables, 9 region dummy variables, 8 dummy

variables for bed size and 7 MSA size dummy variables.

All regressions controlled for heteroskedasticity and autocorrelation.

* Statistically significantly different from zero at the 10 percent level

** Statistically significantly different from zero at the 5 percent level
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Table 6. Hazard Rate Model Regressions Including Cost-Reimbursement Ratio Variable
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Diagnostic Radiation Cardiac
Radiology Therapy

Hazard Hazard Hazard

Variables
Insurance   
HMO enrollment  -1.62 **  -8.37 **  -5.99 **

[0.116] [0.574] [0.783]
HMO enrollment * diff90  -0.98 **  -1.00 **  -0.43 **

[0.227] [0.299] [0.130]
Cost-benefit ratio (ranking)  -0.03 **  -0.27 ** -0.02

[0.011] [0.088] [0.015]
Medicare enrollment  -0.08 * 1.467 **  -0.34 **

[0.050] [0.150] [0.151]
Medicaid enrollment 0.07 ** -0.07  -0.41 *

[0.023] [0.264] [0.229]
Percentage uninsured 0.49 ** 0.45 0.54

[0.081] [0.328] [0.371]
Hospital Controls  
Not-for-profit 0.06 ** 0.33 ** 0.119**

[0.012] [0.024] [0.029]
Government -0.01 0.27 ** 0.01 **

[0.008] [0.022] [0.045]
Teaching  -0.02 **  -0.04 ** 0.03

[0.007] [0.017] [0.028]
Rural  -0.07 ** 0.001  -0.51 **
 [0.005] [0.020] [0.152]
Regulation  
Rate regulation -0.001 -0.04 -0.05

[0.007] [0.026] [0.041]
CON  -0.01 **  -0.02 **  -0.13 **

[0.002] [0.007] [0.020]
Market Structure  
Share of other hospitals 0.98 ** 0.69 ** 0.99 **

with technology in area [0.016] [0.075] [0.088]
Demographics

Log of family income 0.11 ** -0.11 0.10 **

[0.014] [0.137] [0.022]
Population  -2.2*10^-8 **  -1.12*10^-8 **   -3.10*10^-8 **

[2.23*10^-9] [5.37*10^-9] [7.16*10^-9]

N 18736 15945 7895
Prob>chi2 0 0 0

Robust standard error values appear in brackets below the regression coefficient
All regressions include demographic and market structure variables, 13 year dummy variables,
 9 region dummy variables, 8 dummy variables for bed size and 7 MSA size dummy variables.
All regressions controlled for heteroskedasticity and autocorrelation.
* Statistically significantly different from zero at the 10 percent level
** Statistically significantly different from zero at the 5 percent level



Table 7. Effect of Managed Care on the Diffusion of Technologies
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Technology Change in adoption Share of hospitals Estimated share of hospitals
probability with tehcnology in 1995 with technology in 1995*

 
Diagnostic radiology
Diagnostic radioisotope 2.0% 60.6% 61.8%
Ultrasound 1.2% 84.6% 85.6%
CT-Scanner 2.4% 75.3% 77.1%
MRI 3.9% 37.2% 38.7%
PET 22.8% 2.8% 3.4%

Radiation Therapy **
X-Ray therapy 5.3% 18.2% 19.2%
Radioactive implants 5.6% 23.4% 24.7%
Therapeutic radioisotope 4.2% 24.4% 25.4%
Megavoltage radiation 6.3% 19.0% 20.2%
Stereotactic radiosurgery 6.7% 7.0% 7.5%

Cardiac
Cardiac Catheterization 3.8% 30.8% 32.0%
Open-heart surgery 2.3% 17.4% 17.8%
Angioplasty 5.1% 20.1% 21.1%

* The estimated share of hospitals with technology in 1995 assumes that HMO enrollment have
been constant at its 1984 level.

** Given data availability, the information for all Radiation Theraphy technolohies corresponds to
year 1993 instead of year 1995.

Share of hospitals
with technology in 1995

*  The estimated share of hospitals with technology in 1995 assumes that HMO enrollment has been constant
at its 1984 level.
** Given data availability, the information for all Radiation Theraphy tecnologies corresponds to year 1993 
instead of year 1995.
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Appendix 1

Technology description

a. Diagnostic Radiology 

The first set of technologies we analyze is Diagnostic Radiology procedures. These
procedures refer to techniques used to diagnose abnormal conditions and cancer diseases. 

The specific technologies we have included in this group are diagnostic
radioisotope, ultrasound, CT-scanner, MRI and PET.

Diagnostic radioisotope uses radioisotopes to provide information about a person’s
anatomy and the functioning of specific organs. A radioisotope is an artificially created
combination of neutrons and protons, which have very useful properties. First, radioactive
emissions are easily detected. Second, they can be tracked until they disappear leaving no
trace. These radioisotopes are detected by a gamma camera that can view organs from many
different angles. Organ malfunction can be indicated if the isotope is either partially taken up
in the organ or taken up in excess. 

Diagnostic ultrasound is an established method of diagnostic medical imaging using
a high frequency sound wave and the principle of sonar. Short bursts of sound are sent into
the ultrasound transmission medium at regular intervals. Between bursts, sound echoes return
from reflecting objects or interfaces. The reflected waves are received by an electronic device
that determines both the position of the tissues giving rise to the echoes and the intensity of
the echoes. The resulting images can be displayed in static form, or they can provide a
moving picture of the inside of the body through the use of rapid multiple scans.

Ultrasound is a reliable, cost effective means of evaluating many internal organs,
including the liver, pancreas, spleen, kidneys, aorta, gall bladder, ovaries, uterus, prostate,
testicles and thyroid. As ultrasound causes no damage to human tissues, is non-invasive,
involves neither radiation nor bleeding, and it is 5 to 10 times cheaper than CT-scanner and
MRI; it is the most commonly used imaging technique for diagnosis treatment. However,
ultrasounds have some limitations. First, ultrasound beams cannot penetrate bone or gas-
filled cavities. Second, ultrasonographic images are much more difficult to interpret than
those from CT or MRI.

CT-scanner is an X-ray imaging technique used to visualize thin slices of the body.
The CT-scanner opening encircles your body during examination. This opening contains an
x-ray tube and receptors that are mounted opposite each other. These rotate around your
body. With each rotation, or scan, a portion of the total image is accumulated by the receptor.
The receptor then feeds information into a computer which calculates the density of each area
within the body, based on the energy absorbed as the scanner rotates, and converts it into a
picture of a section of your body. 

CT-scanning is simple, quick, accurate, and carries a modest exposure of radiation.
CT provides cross-sectional images, which are ideal for radiation oncology treatment
planning. CT images have already gained widespread utilization in various areas of radiation
oncology, including (1) the delineation of the target volume, (2) the determination of the
relative geometry of critical structures, (3) the optimal placement of beams and the shaping
of apertures, (4) the calculation of dose distribution, and (5) follow-up evaluation of
treatment outcome. 
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Appendix 1 (continued)

The CT-scanner has been particularly useful for planning treatments to the brain,
head and neck, lung, pelvis, breast, and prostate and for treatment of sarcoma and
gynecologic disease. 

However, CT-scanner images also have limitations. First, although CT images show
exquisite cross-sectional anatomy, in some cases they do not allow one to differentiate
diseased from normal tissue. Furthermore, various artifacts due to beam hardening, bone-soft
tissue interfaces, detector imbalances and algorithm peculiarities can have a significant
impact on the accuracy of CT numbers. 

MRI is a diagnostic technique used by physicians to visualize internal organs of the
human body and obtain diagnostic information. MRI provides high quality cross-sectional
images of organs and structures within the body without the use of x-rays or other radiation.
MRI utilizes the physical properties of magnetic fields, radio waves, and computers to
generate images of the body in any plane. During the imaging, the patient lies down
surrounded by electromagnets and is exposed to short bursts of a powerful magnetic field that
stimulate hydrogen atoms in the patient’s tissues to emit the necessary signals.

Images from MRI are similar in many ways to those produced by CT-scanning, but
MRI generally gives much greater contrast between normal and abnormal tissues. MRI offers
the possibility of excellent discrimination of certain tumors with high contrast, the ability to
select arbitrary planes for imaging, and very good resolution. MRI presents unique
anatomical information and tumor detail. There are no known risks or side effects of MRI.
MRI has been effectively utilized for the treatment planning of brain, pelvis and prostate
disease. 

One disadvantage of MRI is that the images may be distorted by variations in local
magnetic fields caused by the presence of metal objects in the environment and within the
patient. Other disadvantages include the high cost of the equipment and site preparation, the
longer examination times (1.5 to 2.0 times more than those required for CT), a limited
diameter of the patient tunnel opening in the magnet, and magnetic and radiofrequency
shielding problems. 

PET is a new technology, still in its very early stages of diffusion. It consists of the
employment of radioisotopes to scan metabolic processes in the human brain. PET exploits
the physical characteristics of radioisotopes that decay by positron emission, to supply
localized physiologic information on the function of organs and the presence of tumors. 

PET images do not provide the resolution of CT or MRI images. However, they do
provide physiologic information that may be important for localizing certain diseases and for
determining responses to radiation therapy. To localize the data from PET accurately relative
to the patient anatomy, the PET images must be correlated with those from higher-resolution
imaging methods such as CT or MRI. A major disadvantage of PET is the need for positron-
emitting nuclides, most of which have extremely short half-lives. 

34



Appendix 1 (continued)

b. Radiation Therapy 

Radiation Therapy is a branch of medicine that is based on the use of radioactive
substances to prevent metastases and to increase the probability of survival for patients with
cancer. The technologies included in this group are X-ray therapy, therapeutic radioisotope,
radioactive implants, megavoltage radiation and stereotactic radiosurgery. 

X-ray Therapy consists of the use of x-ray radiation to treat diseased tissues or
tumors. X-ray energies can be used in different intensities, but X-ray therapy usually uses
low dosages of radiation (no more than 250 KV). This makes the technology appropriate for
the treatment of superficial cancers like skin cancer or eyelid carcinomas. Given that
irradiation of deep internal tissue increases the likelihood of conspicuous scarring, the main
advantage of x-rays is that the target area receives a lower dose of radiation.

The therapeutic radioisotope technique consists of the use of radioisotopes to treat
diseased organs or tumors. The therapeutic use of radioisotopes is based on the fact that
rapidly dividing cells are particularly sensitive to damage by radiation. For this reason, some
cancerous growths can be controlled or eliminated by irradiating the area containing the
growth, using certain emitters of radiation. Different radioisotopes emit different kinds of
radiation. The radioisotopes can be introduced into the target area through a catheter, or in
some cases they can also be given by injection or orally. The main advantage of using this
technique to treat cancer is that this procedure gives less overall radiation to the body as it is
more localized to the target tumor. Different radioisotopes are indicated for different kinds of
cancer. In general, radioisotopes are used for thyroid tumors, ovarian metastases, bone
metastases and leukemia.

Radioactive implants, also called brachytherapy, use a small amount of radioactive
material that is implanted inside the body, either directly into the tumor or into the body
cavity adjacent to the cancer. Almost all the implants are temporary and can be classified in
two categories: intracavity implants, which consist of positioning radioactive beams into a
body cavity close to the tumor; and intra-operative implants in which the sources are placed
into a surface applicator that is in direct contact with the tumor. Radioactve implants are used
to treat tumors that are less than 5 or 6 centimeters in diameter and they are frequently
employed in gynecological tumors, prostate cancers, or small brain tumors. The main
advantage of brachytherapy is that it allows for the safe delivery of high doses of radiation to
a localized target region while limiting the dose of the surrounding tissue.

Megavoltage radiation is a radiation oncology technique that consists of the delivery
of high dosages of radiation into the tumor. Previously to megavoltage radiation, most
treatment units were x-ray machines capable of producing only radiation with limited
permeability. With megavoltage radiation, the radioactive beams can reach internal regions
and allow for the treatment of tumors that could not be reached by x-ray radiation. In some
cases, megavoltage radiation is combined with more aggressive cancer treatments like
stereotactic radiosurgery or radioactive implants.

Stereotactic radiosurgery is an external radiation technique in which multiple beams
of radiation are aimed at a target volume to deliver a single, high dose of radiation to a small
volume of tissue. This target must have been previously identified using a precise imaging 
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Appendix 1 (continued)

technique (MRI or CT-Scanner). The two most frequently used types of devices for
radiosurgery are the gamma knife and the linear accelerator. Radiosurgery differs from
megavoltage radiation in two important aspects. First, it is indicated when small lesions are
treated. Second, it uses a small, large dose of radiation. Radiosurgery is mainly used to treat
malignant brain tumors and arteriovenous malformations and brain tumors.

c. Cardiac technologies

The last set of technologies that we analyze is cardiac technologies. The specific
technologies included in this group are cardiac catheterization, open-heart surgery and
angioplasty. 

Cardiac catheterization is a diagnostic test in which a fine tube called a catheter is
introduced into the heart, via a blood vessel, to investigate its condition. The technique is
used to diagnose and assess the extent of congenital heart disease and valvular defects. The
procedure allows physicians to measure blood pressure within the heart, withdraw blood to
measure its oxygen content and take x-ray photographs of cavities of the heart. 

If catheterization detects blockage, revascularization procedures may be used to
eliminate it. We analyze two of the more widely used types of revascularization procedures:
open-heart surgery and angioplasty. 

Open-heart surgery is a major operation in which the heart beat is temporarily
stopped and its function taken over by a mechanical pump. During the operation, the heart is
kept cool through techniques of surgical hypothermia, which help prevent damage to the
heart muscle from lack of oxygen. The surgeon can open the heart, repair defects and
reconstruct the main chambers more efficiently. The main applications of open-heart surgery
have been the correction of congenital heart defects, surgery for heart valve insufficiency or
narrowed heart valves, and coronary artery bypass surgery.   

Angioplasty is a technique for treating narrowing or occlusion of a blood vessel or
heart valve by introducing a balloon into the constricted area to widen it. Angioplasty is used
in the treatment of peripheral vascular disease to increase or restore the flow of blood through
a significantly narrowed artery in a limb; it is also used in the treatment of stenosis of the
coronary arteries.  
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Appendix 2

Table A. First Stage Regression for Diagnostic Radiology, Radiation Therapy and 
Cardiac Technologies

37

Dependent variable: HMO enrollment

  Diagnostic  Radiation  Cardiac
Radiology Therapy

Variables OLS OLS OLS

Instrumental Variable    
Average firm size 0.001 * 0.001 ** 0.001 **

[0.0005] [0.00005] [0.0004]
Insurance
Medicare enrollment -0.01 0.12 ** -0.01

[0.066] [0.038] [0.084]
Medicaid enrollment  -0.05 * -0.01  -0.09 **

[0.031] [0.028] [0.035]
Percentage Uninsured   0.09 ** 0.11 **  -0.06 **

[0.037] [0.040] [0.033]
Hospital Controls    
Non-for-profit 0.001 0.001 0.003 *

[0.007] [0.002] [0.002]
Government   -0.01 **   -0.01 **   -0.005 **

[0.001] [0.002] [0.002]
Teaching  -0.002 ** -0.001  0.01 **

[0.001] [0.001] [0.002]
Rural  -0.003 *  -0.01 ** 0.002
 [0.002] [0.003] [0.006]
Regulation    
Rate regulation -0.0003  -0.01 ** -0.01

[0.008] [0.005] [0.009]
CON  -0.01 **  -0.01 **  -0.02 **

[0.001] [0.001] [0.002]
Market Structure    
Percentage specialists 0.004 -0.005 -0.04

[0.003] [0.011] [0.030]
Share of other hospitals  -0.01 ** -0.001  0.02 **
with technology in area [0.004] [0.008] [0.010]
Demographics    
Log of family income 0.05 ** 0.08 ** 0.02

[0.018] [0.015] [0.019]
Population 7.62 *10^-9 5.93 *10^-9 5.44 *10^-9

[2.27 *10^-9] [2.31 *10^-9] [2.66 *10^-9]
N 5390 5390 5390
R-squared 0.6 0.67 0.6

Robust standard error values appear in brackets below the regression coefficient

All regressions include 13 year dummy variables, 9 region dummy variables,

8 dummy variables for bed size and 7 MSA size dummy variables.

All regressions controlled for heteroskedasticity and autocorrelation.

* Statistically significantly different from zero at the 10 percent level

** Statistically significantly different from zero at the 5 percent level
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